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Abstract—In this paper we develop a framework for user and message overhead, which increase exponentially in the
association in infrastructure-based wireless networks, ecifically  size of the network. Such centralized functionality is ulsua
focused on flow-level cell load balancing under spatially iho- implemented in a server deep in the core network, which

mogeneous traffic distributions. Our work encompasses sexa v all | daptati t relatively | i It
different user association policies: rate-optimal, throghput- only allows slow adaptation at relatively long ime scales.

optimal, delay-optimal, and load-equalizing, which we cdectively ~avoid relying on a centralized controller, current systeares
denote «-optimal user association. We prove that the optimal usually based orfractional frequency reuser interference
load vector p* that minimizes a generalized system performance randomization[1], [2]. Distributed cell load balancing is
function is the fixed point of a certain mapping. Based on 5,54 peing considered as a basic requirement in upcoming
this mapping we propose and analyze an iterative distributd .
user association policy that adapts to spatial traffic loadsand _Standards' For example, IEEE 802.16m WIMAX2 rec_ently
converges to a globally optimal allocation. included parameters such as cell load and cell type in the
system information broadcast [1], [14].
In this paper we investigatéistributed user association
. INTRODUCTION policies. We will not consider interference avoidance that
Fourth generation wireless cellular standards such Lluires inter-cell coordinated scheduling. So, our apgio

IEEE802.16m WIMAX2 and LTE-Advanced are designed 1S reasonable when fractional frequency reuse or intartere

support broadband data services (in addition to voice) so %?ooumﬁatfonnz:ge?:ggsuitea(iiiong}im\}\?er-ffclugtg:?ee\jag in
to meet growing demands for connectivity, e.g., file trarsfe gnly ) gop

and web browsing, on mobile platforms [1], [2]. One of th tf:lecrlry. ahnd algorlthrLT;s fl;_or \L/vaer as§30|at|ton htha; atdaf?t 0
important problems in multi-cell data networks is properlSpa 'afly INhomogeneousatiic. We consider stochastic traffic

associating mobile terminals (MTs) with serving base ctei .YO?‘_dS where new file transfers, or equwalenﬂyyvs are
(BSs): this is usually referred to as theer association prob- initiated at random and leave the system after being served —

lem In selecting the serving BS, two metrics - instantaneofgIS IS Some“mes referred to dow-level dyngm|c_$5], [15]. .
Interestingly, even though user association in a dynamic

achievable rate at the physical layer and cell load - should tina can be viewed as a routing problem amon cues
be considered. Since the achievable rate is computed fraf 9 view uting p g queues,

the received signal-to-interference-plus-noise ratiN (g, the t 'ﬁa?ltjlrlengt]évzl(ljeu:ﬁi;iﬁgig?tn\gﬂiﬁ tso sigtrr?’s '83 ad 4h0(7:
simplest (and thus widely accepted) rule is to choose the ' y Y (31, 141, [7]

that gives the strongest downlink pilot signal. Howeve'r:sthI ]'I %3]' [1.6]’ [f17]|' Tf(ljebwlork n [5]6 [?]’ [8] explores ﬂ?;r
rule is naive in the sense that it does not consider either-int evet Iyl/na:mcs ?r (|)a aan<f:|{1hg, u f?ssturpelzls a cegh 12€
cell interference or cell load balancing. controller. In particular none of these efforts fully exqgahe

There have been many efforts in the literature towards t—jevr(?Ie of load balancing under spatially inhomogeneous taffi

. L o . Slstributions.
oping user association rules considering interferencielance

and/or cell load balancing [3]-[13]. To avoid interferemndsen One_ O.f the main _challe_nge_s in developing a dlstrlbutegl user
: ) . . . association policy is achieving global performance optimu
frequency is universally reused and inter-cell interfeeeis

X . ithout relying on a centralized controller, and doing so to
severe centralizedapproaches have been considered [5], [8 . SN
Iack changes in traffic distributions; for example, day and

[10], [11]. The basic idea is to schedule users across Cght have quite different spatial traffic distributions ms:
so that they do not severely interfere with each other. Tt}isg q b Y

is called inter-cell coordinated scheduling. Earlier warnk raffic on an hourly (or faster timescale) basis. Our profose

: . [nechanism, denoted-optimal user associatigneffectively
load balancing also mostly assumed a centralized controlle
overcomes these challenges.

that governs the BSs and the MTs with access to all the o L oo .
necessary information [3], [6], [7], [9], [13]. However,reteal- Contrlbuthns. We h|gh!|ght the contrlbutlons of this paper
as follows. First, we provide a theoretical framework foeus

ized approaches, for either interference avoidance atatolr L o )
: ) . . ssociation, specifically focused on load balancing undar s
balancing, may require excessive computational compiex ; A . .
lally inhomogeneous traffic distributions in an infrastiure-

This work was supported in part by a gift from the Intel ReskaCouncil based wireless network. We fo_rmU|ate the user association
and NSF Award CNS-0721532. problem as a convex optimization problem. Then we show



a fixed point optimality condition characterizing the sphti ianrg‘;f;'ze°ff'ows departures of flows
partitions (cell coverage areas) associated with minimgiza

general system-level performance function. The optimatiap
partition is shown to be unique up to a set of traffic measure :
zero — this will be explained in the sequel. The optimality " o] eload
condition reveals many interesting facts, e.g. : cell loads
not interchangeable, anohlancingloads to minimize delay
does not implyequalizingloads at the BSs; Voronoi cells .
need not be delay optimal even if the traffic loads are spyatial -
homogeneous; and cell coverage areas need not be contiguous
i.e., can be fragmented.

Second, we present a distributed algorithm and prove ft§- 1. Flow-level queueing model for user association |ewb
convergence to a global optimum irrespective of the ind@l- A yill be seen in the sequel this implies that cell ‘bound-
d|t|qn. Our algquthm could n principle trac_k S_IOWIV Vand  aries’ have zero traffic load measure. Note this model allows
traffic loads. It is also very simple and easily implemergably,, o fairly general butleterministiccapacity function.
one_need only implement a simple greedy behav_ior by MTS t0Ramark 2.1:Whenc; (z) is discrete valuedD;; () may not
achieve a global optimum. The proposed algorithm SUPPOKS e raffic load measure zero, son-trivial tie breaking rules
a family of load balancing objectives asranges from 0 to
oo: rate-optimal & = 0), throughput-optimal¢ > 1), delay- o1 simplicity, we use Shannon capacity to model the
optimal (v = 2), and equalizing BS loadgv(= c0). Our work .o ncmiscion rate to a user, i.e.,
is general and applicable to various scenarios. For example
our model for achievable rate at the physical layer can captu ¢i(z) = logy(1 + SINR;(x)) (2)

shadowing. We do not assume the Tx power of BSs are th

: . . ere SINR;(x) is the received signal to interference plus
same, so our work is also applicable to heterogeneous . . . s
oise ratio at locationz for the signal from BSi. Since

deployments such as macro, micro, pico and even femto ceﬂs. . . . .
eploy L P . WE assumed that interference is randomized and/or fration
Finally, our user association rule can easily address H{md(%

[14].

are necessary.

requency reuse is used to mitigate interference, the sum of
total interference power seen by the MT can be simply treated
as static interference, i.e., another Gaussian-like nfi$e

[2]. This static inter-cell interference model has also rbee
A. Assumptions adopted in previous load-balancing work [4], [10], [13].€Th

We consider an infrastructure based wireless communitatio! V /2i(%) is then given by
system with multiple base stations. Target systems could be P;gi(x)
but are not limited to, WIiMAX2 or 3GPP-LTE. For simplicity, SINR;(z) = m’ ®)
we focus on downlink communications but our method is also .
applicable to the uplink. We assume that other cell interiee where F; denotes the transmission power of BS g;(z)

is static, and can be considered as noise [4], [10], [13]. no_tes th_e tota_l channel gain from the BSo the MT at
consider a regionC € R? which is served by a set of basdocationz, including path loss, shadowing, and other factors
stationsB. Let z € £ denote a location and € B be a if any. Note, however, that fast fading is not considereccher

BS index. We assume that file transfer requests follow fgcause the time gc_ale for measurigr) is assumed to be
inhomogeneous Poisson point process with arrival rate ipier d’n:m? larger. Also:rb Isthnoll\?l?r p(t)\1ver ?ndl(f) rlls t?degvera?ed
area)(z) and file sizes which are independently distributet@*:'laetr -e(re)ni(;elosciﬁir:)n-)ée Zn deriai‘ut?lf)a': rl1mer::esssaorilf de?e?rzirie d
with meanl/u(x) at locationz € £, so the traffic load density b tﬁl “3 ; f thp BSE lec. y b

is defined byy(z) := %; we assumey(z) < oo for x € L. y Ihe distance from the or examp e¢;(x) can be very
This captures spatiall'fraffic variability. For example, & $yoot smallin a shadowed area wheyg(z) is very small. Hence,

. . . : ¢i(z) can capture shadowing as well.
](c:i;nsbizeecsharacterlzed by a high arrival rate and/or possiboyjel The system-load density; () is then defined by (z) :=

Definition 1 (traffic load measure)iVe define the traffic ci(z)’ which denotes the fraction of time required to deliver

load measurem(-), of a Borel selG asm(G) = fg ~(x)da. tra}ﬁic Ioadly(;c)_ frqm BS i to locationz. We assume that.
Assumption 2.1 (capacity functionyVe assume the physi- il gi(;c) is finite, e, at least one BS has physical capacity
cal capacity each BS¢< B can deliver to location:, ¢;(x), is to locationx € L that is not arbitrarily close to zero.

a Borel measurable function and for any> 0 andi, j € 15,
the set B. Problem formulation

Il. SYSTEM MODEL

o - Our problem is to find an optimal user association policy
Dis(n) = A{w € Llei(x)/e;(@) = n} @) considering the physical capacity and cell load so as to
has traffic load measure zero, i.ex(D;;(n)) = 0. Also to minimize the system cost function given below. In doing this
avoid unnecessary technicalities we assunie) > 0 for all we introduce a routing functiop;(z), which specifies the
1€ Bandx € L. probability that a flow at location: is associated with BS.



We will see that for our system model and Assumption 2.1 tlilews in £ is E[N] = Y~ E[N;] = >, 1fipi. From Little’s
optimal routing policy is deterministic, i.enf(xz) € {0,1}, formula, minimizing the average number of flows is equivalen

which also uniquely determines spatial cell coverage areasminimizing the average delay experienced bytypical

{L;}. flow. Minimizing >, 1fipi is equivalent to (8) whemy = 2
Definition 2 (F§a3|p|llty)t:)The setF of feasibleBS loads becausey, (lfipi + 1? =3, ﬁ which does not change
p=(p1,- ). is given by the optimization problem.
F={o | n= [ a@mis @ | -,
c D. «a-optimal user association
0<p<1—¢ (®)

Before discussing the optimal user association and how to
Zpi(ﬂf) =1 (6) achieve it, we first discuss the implications of this framewo
i The solution to Problem 1 gives a unified approach that
0 <pi(z) <1,Vie BandVz € L}, (7) allows the mobile terminals to select the BS consideringalig
] o - strength (a user point of view) and the degree of load batanci
wheree is an arbitrarily small positive constant. (the network point of view). Throughout this paper we wilese
Lemma 1:The feasible sef is convex. that if Problem 1 is feasible, the optimal decision made lgy th

Proof: Consider two load vectorp' € F and p> € mopbile terminal located at is to join BSi(z) given by
F, pt # p? Then, there exist associategl(z) =

(pi(x),--- ,pi(x)) andp?(z) = (pi(x), - ,p}(x)) such that i(z) = argmaxc;(z)(1 - pj)*, Yz €L ©)
p = [ 0i(z)p}(x)dz andp? = [ o;(z)p?(z)dz for all i € B. 7€ . _
Now we makep as a convex combination gf, andp,, i.e., Wherep* = (p,---, p;) denotes an optimal load vector, i.e.,

for 6 € [0,1], pi = Op} + (1 — 0)p? = [ 0i(z)[0p}(z) + (1 — solution to Problem 1.

0)p?(x)]dx for all i € B. Let p(z) be the routing probability ~Remark 2.2 (Tie-breaking)A location z € L is called a

associated withp. Then,p;(z) = 0p} (x) + (1 — 0)p?(x), and cell boundary if a tie ofargmax operation in (9) happens at

it satisfies (4) to (7). Hence s feasible, and s&F is a convex . Based on Assumption 2.1, cell boundaries have traffic load

set. m Mmeasure zero; nevertheless, for completeifessie happens,
We formulate our problem as a convex optimization a4€ shall hereafter assume that the MT at such a location

follows. chooses the lower indexed BS.

Problem 1: From (9) the mobile terminal chooses a BS that provides

a o the highest physical capacity weighted by a powerB&'s
Inpin{qﬁa(p) :Z% Pe]‘—}

(8) idle time By a BS's idle time we refer to the fraction of time
wherea > 0 is a parameter specifying the desired degree 6

it is inactive, i.e.,1 — p;. Depending on the value af we
f;ltegorizex-optimal user association policies into four cases.
load balancing. When = 1 the objective function is defined
as)_,log(;=-). Problem 1 is said to be feasibleff is non-

1) Rate-optimal policyWhena = 0, the decision is purely
based on user’s perspective, i.e., based on the physicatitap
empty. 1=pi only (or SINR), and oblivious of network traffic condition.
In this case one can show thatoptimal user association
maximizes tharithmeticmean of the BSs’ idle times.
C. Motivation for the objective function 2) Throughput-optimal policy:As « increases, the BS

Optimizing ¢4 (p) for the casea = 2 corresponds to selection criteria gradually shift; from_gser’s perspﬂg:ﬁc_)
minimizing the overall average flow delay in the system ffétwork perspective, and = 1 is a critical point. This is
MTs that are associated with a BS are served by a tempordl§causepa (p) goes to infinity with loads close to 1 only if
fair scheduler. Consider a dynamic system where new flofls> 1 and ensures a stable behavior. When= 1, it can
(or file transfer requests) arrive randomly (Poisson) irite t P& shown that thgeometricmean of the BSs' idle time is
system and leave after being served. The dynamics of tHigximized. _ _
system are captured byfmw-level queuing modeds shown  3) Delay-optimal policy:Whena = 2, average file transfer
in Fig. 1 which tracks the arrival and departure processes #fay is minimized as we have seen. In addition, one can show
users (or flows, file requests), see e.g., [18]-[20]. that theharmpnlcmean o_f the BSs' idle t!me is maximized.

LetN; = (N;(¢),t > 0) denote a random process represent- 4) Equalizing-load pollqy:As o further increases, the rule
ing the number of ongoing file transfers served byB&time 1S such that more empha_15|s is placed on the traffic loadsrrathe
t. Then, if the system is stationary, the stationary distiipu than the physical capacity. One can show thatas oo, a-

; of N, is identical to that of ad//GI/1 multi-class proces- ©OPtimal user association minimizes the maximum utilizatio
sor sharing system [21], and given by(n;) = (1 — p;)p}. -6 Min-max utilization, and furthermore it equalizes th
Multi-class reflects the fact that users see different serviutilization of all the BSs.

rates and file sizes based on their locations. We consider

infinitely many classes because we address this problem iH!. DISTRIBUTED ITERATION ACHIEVING OPTIMALITY

a continuous spac£. The average number of flows at BS  In this section we propose a distributed adaptive user
is then simply given byE[N;] = {2~ and total number of association algorithm that achieves the global optimum of




Problem 1 in an iterative manner. The algorithm is simplenique fixed poinp* corresponding to the optimal load vector
BSs periodically share their time average loads with MTsl, amssociated with Problem 1.
MTs use this information to make decisions over these psriod Theorem 1:Suppose that Problem 1 is feasible. Théh,
We will show that if spatial loads are temporally stationanhas a unique fixed point which is the optimal solution to
the load vector eventually converges to the unique soluifon Problem 1. In addition, under Assumption 2.1 this fixed point
Problem 1, which in turn determines spatial coverage aredstermines a unique optimal spatial partiti®i up to a set
associated with each BS. However to show convergence wfetraffic measure zero.
shall assume the following simplifying assumption. Proof: Since T is a continuous mapping defined on
Assumption 3.1 (Separation of time scalegje shall as- compact set[0,1 — ¢]® to itself, by Brouwer’s fixed point
sume the flow arrival and departure process is very fastvelattheorem, a solution af'(p*) = p* must exist. Now we prove
to the period on which BSs advertise their loads. In paricul that p* is the optimal solution of Problem 1. Sineg, (p) is a

once the BSs advertise their load vector, prior to the nexgnvex function over a convex set,if satisfies the following
update the BSs are able to measure the new steady state lga@siition

associated with MT decisions under the advertised vector.

(Voa(p®),Ap") =20 (14)
A. Distributed-decision algorithm for all p € F where Ap* = p — p*, thenp* is the optimal
The algorithm involves two parts. solution of Problem 1.

Mobile terminal: At the start of thek-th period MTs receive  Let p(x) andp*(z) be the associated routing probabilities
p¥), e.g., through broadcast control messages from BStor p and p*, respectively. From (10), (11) and (13) we have
Then, a new flow request for a MT located atsimply
selects the BS(z) using the deterministic rule given by (9) pi(x) = 1{
where p* is replaced byp*). Let L‘Z(.k) denote the coverage
area of BS: at k-th period. Then, a new spatial partitionand then the inner production is computed such as
B = {£® ... £} is determined by®) and given by (Vo (p*), Ap*)

1 *
Zm(pi—pi)

Base station: During the k-th period BSs measure their _ Z fg 0i(z) (pi(z) — pi (x)) dx
average utilizations. Due to Assumption 3.1, the measured p;‘)o‘

utilization converges td;(p(*)) given by (@)
pi(z) — pi(z
~v(x) ————=| dz. (16)
AL lZ @) —ma}
Note that the measured utilization, i.e., average busyifaal

. . ! pi(x) p; (x)

time of the BSi cannot exceed 1. To avoid unnecessary tech- Z @)1 —ph)e = Z c(@)(1 — p)e

nicalities we introduce an arbitrarily small positive ctarge. i ! i !

It can be shown thaﬂ”(p) = {T;(p)} is a continuous mapping holds becauseg; (z) in (15) is an indicator for the maximizer

i = argmax c;(z) (1 — p;)a} ,  (15)

J

J

Egk) = {a: € L]i = argmaxc;(x) [1 - p(-k)}a} , Vi e B. (10)
J

Ti(p*™)) = min l/“” oi(x)dx,1 — €‘| , YieB. (11)
ot Note that

defined on[0, 1 — €]® to itself. of ¢j(x)(1—p;)«, for all j € B. Hence,(Voa (p*), Ap*) >
After T(p(k)) is measured, BSs compute and advertise th&When a > 0 Problem 1 is strictly convex, ang* should be
next broadcast messag&*t?) given by unigue, and so is the fixed point. When= 0, the optimal

policy selects the BS that gives the highestz) without
p ) = B0 + (1- B(k)) ( )= S( ) (12) considering load. HencE(p) is independent oﬁt@we)load vector
where 3¥) ¢ [0,1) is an exponential-averaging parametepr and a constant function, which ensures thiats unigue.

It should be noted thai'(p(*)) corresponds to the average In addition we can show that* has a corresponding spatial
loads seen during thieth period whilep(®) is an exponential partition P* = {L£,i € B} which is unique up to a set of

average ofl'(p(¥)) across periods, i.ef,=0,--- ,k — 1 with traffic measure zero. Suppose that there are two such pastiti

some initial load®) € F. Py andP; associated withp*, and there exists a sl C £
with non-zero traffic measure whef@; and P; differ, i.e.,

B. Fixed point achieves optimality user associations are different. In particular, withowgslof

Note that if p*) converges it must converge to a fixed pc)”,]generality onM, underPy, users at those locations associated
of (12), i.e., a solution to with BS 1, while undefP; they associate with BS 2. It follows

that on M there must be a tie, yet by Assumption 2.1 such

pt=T(p"). (13) sets have traffic measure zero. This is then a contradidtion.
Due to the space limitations the proof that (12) convergz%:ows that the induced partitioR™ is unique except on sets
ich have zero traffic measure. [ |

is provided in [22]. Below we will show thaf’(-) has a
Remark 3.1:Utilizations can also be indirectly estimated

1IEEE 802.16m facilitates this type of message structurg[[H]. by measuring the average number of flows in the system. For
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Fig. 2. Voronoi cells vs Delay-optimal cells (a—b), and gdadistribution
of conditional average delay (dB scale) in each case.

optimality condition of cell coverage areas that minimizes
generalized system performance function. Interestintg,
optimal user association policy, i.e., routing of flows to
appropriate BSs is deterministic even though probalilisti
routing is allowed. This deterministic property enablestais
develop a simple distributed-decision algorithm at the MTs
which is easily implementable and compliant with upcoming
standards, e.g., WIMAX2. Our distributed algorithm comes

to the global optimum and also is robust to changes of traffic
distributions. Our work will be extended to the case where
the system cannot be stabilized due to excessive trafficsload
Under such heavy traffic regimes, we will propose optimal
admission control policies considering tradeoffs between
QoS metrics: average delay vs. maintaining a minimum level
of connectivity to users independent of their location.
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